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Abstract

Graphs are used within cyber threat intelligence to visualize, store and share information. Lever-

aging graph-like storage formats such as STIX 2.1 [21], one can create graphs to visualize and analyze

the relationships between different entities such as advanced persistent threats, malwares, attack

patterns, indicators and intelligence reports. From these graphs, graph representation learning methods

can create low-dimensional vector embeddings of each specific entity, or node in graph terms, which

can then be decoded into similarity measures or used for further clustering or prediction tasks.

This project explores the use of a variety of graph representation learning algorithms on data

gathered from several cyber threat intelligence data sources. The data formats used by these sources

allow for the construction of several graphs with varying underlying structures, which are used to

compare the similarity scores for APTs and threat reports to assess the graph embeddings in the context

of the included data and graph structure.

Keywords: cyber threat intelligence, graph representation learning, node embeddings, advanced

persistent threats, malware, attack pattern, DeepWalk, node2vec, graph auto encoders, LINE, HARP
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Section 1

Introduction

Graph structures are a conventional format in which cyber threat intelligence (CTI) information is

stored and visualized. As an example, graphs are used to visualize individual intrusion processes

at Alienvault OTX1, monitoring mitigation and detection efforts for persistent threat actors [18],

or visualizing various forms of intelligence around such actors and attacks based on the STIX 2.1

standard2. In addition to visualizing cyberthreat information, graph-like structures are used in formats

such as STIX 2.1, which aim to standardize the storing and sharing of cyber threat intelligence. Graph

representation learning, which models feature representations from graphs and its contents, can be

applied to these example graphs in order to aid analysts in assessing attacks by suggesting who is

behind a particular attack, compare attack patterns and explore potential mitigation strategies. Thus,

the goal for this project is to leverage the graph-like structures in which cyber threat intelligence is

stored to create accurate feature-based representations of cyber threat intelligence graphs for further

analysis.

As a result, this report will aim to answer the following question: How can graph representation

learning be used to gain insight from static cyber threat intelligence data stored in graph-like

data structures?

Additionally, three secondary research questions are proposed as a means to help answer the main

research question:

(1) How can the graphs be constructed given the raw dataset structures?

(2) How can the graph structure be adapted for a particular modelling goal?

(3) What kind of data and what features should be included in the specific graphs?

In order to examine these questions, the report is structured in the following sections:

(2) Background

This section will give an introduction to cyber threat intelligence, graph theory and machine

1Example:https://otx.alienvault.com/malware/Trojan:Win32%2FDorv/samples
2Example:https://oasis-open.github.io/cti-documentation/examples/

defining-campaign-ta-is

1

https://otx.alienvault.com/malware/Trojan:Win32%2FDorv/samples
https://oasis-open.github.io/cti-documentation/examples/defining-campaign-ta-is
https://oasis-open.github.io/cti-documentation/examples/defining-campaign-ta-is
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learning concepts related to graph theory. In addition, it will establish terms and abbreviations

which will be used throughout the rest of the report.

(3) Data Collection

In this section, I will detail the data collection process. Specifically, I will take a look at

the respective collection procedures, data structures and information contained in all 5 data

sources. I will also share some initial exploratory analysis.

(4) Methods

In order to be able to build the graphs, I first needed to clean, filter and transform the data

based on the requirements and goals for the graphing and modelling steps. This section will

highlight the procedures used in order to prepare the data for the graphing step and discuss

the structural choices made for the graphs. Finally, it will discuss the different algorithms

used and the specific graph structures they were applied on as well as introducing several

evaluation methods.

(5) Implementation

This section will detail the specific implementation of the methods described in Section 4. As

a first step, it will feature some initial exploration of the datasets in the form of visualizations.

Before being able to construct the graphs, I also needed to clean, filter and transform the

data based on the requirements and goals for the graphing and modelling steps. After listing

the model hyperparameters and implementation details, this section will also examine the

embeddings by graph structure and discuss the differences between models.

(6) Conclusion and Future Scope

The Conclusion section will evaluate the success of the embedding results in the context of

the research question. In addition, it will provide an overview of potential areas for further

research, the limitations of the current approach, their causes and potential improvements to

overcome these limitations in the future.



Section 2

Background

The report covers the intersection between cyber threat intelligence, graph theory and machine learning.

Therefore, this section will introduce important basic concepts from each area that are fundamental to

understanding the terminology and context for the rest of the report.

2.1 Cyber Threat Intelligence

Cyber Threat Intelligence (CTI) describes the analysis and sharing of information regarding the

nefarious activities of (potential) adversaries [26]. In terms of CTI taxonomy, Menges and Günther

[28], Bromiley [6] and Launius [26] provide comprehensive taxonomies and definitions, which allow

the reader to connect various research papers and data sources with varying terminologies. In terms of

threat strategic analysis and mitigation, the Diamond Model [7], ATT&CK Framework [41] and Kill

Chain model [18] are some of the most influential works for assessing and mitigating cyber attacks.

Adversaries, also called threat actors or simply actors, are the entities behind a certain attack, for

example criminal groups, activist groups, nation-states or state-sponsored groups [7] [26]. Adversaries

with long-term strategies, long-term attack patterns and recurrent attacks are also called Advanced

Persistent Threats (APTs), which require more proactive mitigation strategies. Attacks, or intrusions,

describe the act of infiltrating or attacking the victim’s (cyber) systems in order to reach the attacker’s

goal, which could range from stealing information to shutting down the system to extortion.

Common attack terms, which will be used in the remainder of the report, are malware, trojans, exploits

and phishing. Malware is an umbrella term used to describe malicious software, including exploits,

trojans and viruses. An exploit abuses a software vulnerability to gain access to the particular system,

extract information or insert their own malware into an otherwise trustworthy software. Trojans are

often disguised as legitimate software to gain access to victims’ systems. Phishing commonly refers

to spam emails attempting to collect information about the recipient such as user passwords, bank

account information or simply whether the email account is actively used [25].

CTI can describe a variety of information, such as malware files, emails used to distribute these files,

common exploits used to gain access to a certain system or general activity patterns used by adversaries.

3
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This information can be categorized into two types of information, indicators of compromise (IoC)

and tactics, techniques and procedures (TTP). Launius describes IoCs as "artifacts with the context

pertinent to a cyberattack" [26], which can then be used to detect similar attacks. They can be classified

further into atomic indicators such as IP or email addresses which cannot be broken down further and

retain meaning in the context of an intrusion, computed indicators such as hash values of files, which

are derived from data following an intrusion, and behavioral indicators, which combine atomic and

computed indicators to describe patterns of behavior used in the attack [18]. TTPs are defined as "the

actions, skills, methods, or modus operandi (MO) an adversary uses to accomplish their goals" by

Launius [26]. Similar terms such as attack patterns in [18] all fall under TTP.

In order to comprehensively analyze, produce and store this information, a number of threat models

and standards have emerged. Frameworks such as the Diamond Model [7], Cyber Kill Chain [18] and

the MITRE ATT&CK Model [41] attempt to categorize the available information into separate phases,

tactics or core categories and attempt to model attacks from the adversary’s perspective or in the

context of the adversary-victim relationship to derive actionable insights and more potent mitigation

strategies. In addition, threat information standards such as Structured Threat Information Expression

(STIX 2.1) [21] and Malware Information Sharing Platform (MISP) [45] provide machine-readable

information standards to facilitate the sharing of cyber threat intelligence. These frameworks can

be used in conjunction with other naming frameworks such as MITRE’s Common Attack Pattern

Enumeration and Classification (CAPEC) [3], which includes over 500 terms to describe all known

attack patterns [26].

Finally, there are different levels of CTI analysis with different goals which organizations can employ,

namely the strategic, operational and tactical levels. The operational and tactical levels of CTI analysis

are focused on simple threat/intrusion tracking and sharing of the above-mentioned information,

whereas analysis at the strategic level is concerned with the possible evolution of threats in the context

of an organization’s current and future strategy and is used to inform decision-making in terms of

overall organizational strategy and resource allocation [26].
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2.2 Graph Theory

In general, a graph is a collection of vertices, also called nodes, which are connected to each other

through edges. Mathematically, a graph can be expressed as the pair of the sets of vertices and edges

G = (V,E), where V = {v1, ..., vn}, E = {e1, ..., em},

where edges can be expressed as vertex pairs such that ek = (vi, vj) [8]. Given an example graph in

which every node has at least one edge connected to it, the resulting graph can then be expressed as a

collection of edges or node pairs, which will be referred to as an edge list going forward.

Another way to mathematically express a graph is the adjacency matrix, which can be thought of as

an edge list in matrix form. The adjacency matrix is an nxn matrix, where entry Ai,j in the matrix

represents the (potential) edge between vertices vi and vj and n is the total number of nodes in the

graph. As an example, if there is an edge between vertex 1 and vertex 3 in a simple graph, then

A1,3 = 1, otherwise A1,3 = 0 [35].

A sequence of edges connecting multiple vertices form a path. In other words, edges between vertices

1-3 and 3-5 form a path from 1 to 3 to 5. The length of a path is given by the number of edges

traversed, so the above example would have length 2. Paths are called self-avoiding if every node is

only traversed once [35]. The distance between two nodes is defined as the length of the shortest path

between them [8].

In terms of graph measures, the degree ki of any vertex i is given by the number of edges connected to

it. The average degree over the entire graph can be calculated as
Pn

i ki
n , or

Pn
i

Pn
j Ai,j

n with respect to

the adjacency matrix [35]. When evaluating the relationship between two nodes, one can evaluate it in

terms of first- and second-order proximity. The first-order proximity between two nodes u and v is

given by the edge weight wu,v or Au,v in adjacency matrix notation. Given the first-order proximities

pu and pv between those nodes and all other nodes in the graph, the second-order proximity between

two nodes can be found by evaluating the simularity between pu and pv. If they don’t share any

connected nodes, the second-order proximity between u and v is equal to 0 [42].

Finally, graphs in this report are usually undirected, unweighted and heterogeneous. A directed

graph means that edges have a direction, i.e. from A to B but not necessarily from B to A, whereas

undirected graphs imply that an edge from A to B can also be traversed from B to A [35]. Weighted

graphs simply mean that each edge carries an edge weight parameter denoting the value of each edge,
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whereas in unweighted graphs the implied weight for every edge is 1 and the same. A heterogeneous

graph simply implies that the graphs contain different types of nodes and/or edges, for example a

knowledge graph of a particular cyberattack, where the nodes are comprised of the threat actor, the

attack pattern and the software used in the attack.

2.3 Machine Learning

Machine Learning broadly "refers to a set of tools for modeling and understanding complex data-

sets" [19, p. vii]. Generally, machine learning problems can be divided into two main categories:

unsupervised vs supervised learning. Supervised learning requires a response variable for each data

point, so that the particular model can relate the responses to the corresponding observation with

the goal of predicting the response for future observations or better understanding the relationship

between observation features and the response variable. Unsupervised learning is characterized by a

lack of response variable, meaning that the aim of unsupervised learning is limited to understanding

the relationship between observations or variables [19, p. 26-27].

In order to generate a model, often-used expressions are ’fitting the dataset’ or ’training the model’.

Generally, fitting or training a model on a dataset refers to optimizing a particular model according

to some criterion, for example misclassification error in classification tasks or mean squared error in

simple regression tasks. The optimization function is referred to as the loss function, and is utilized in

both supervised and unsupervised learning settings [16, p. 18].

The task in this report is referred to as network embedding, graph embedding or broadly as graph

representation learning [8] [44]. The goal of these embeddings is "to learn low-dimensional vector

representations [...] for nodes in the graph [...] such that graph properties (local and global) are

preserved" [8, p.4]. Essentially, network embeddings attempt to learn features from networks while

preserving a semblance of the graph structure. Embeddings can also be extended to subgraphs, i.e.

parts of graphs, instead of nodes and to include node features in the embedding.

Chami et al describe embeddings in the context of an encoder-decoder framework. Assuming a

standard node-based embedding, the encoder produces the embedding, whereas the decoder uses the

embedding to produce similarity scores for all node-pairs. The loss function usually compares the

decoded similarity matrix to a transformed adjacency matrix of the initial graph [8]. Most embedding

algorithms presented in this report follow a similar pattern.
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2.4 Overview of Graph Representation Learning for CTI

Usman et al. provide a first overview of the applications and limitations of representation learning

techniques and existing datasets in the cybersecurity domain, although not specifically using graph

representations [44]. Holder et al introduce a graph-based learning approach based on EAGLE threat

simulator data [17]. Finally, Böhm et al provide a simple visualization tool for the STIX2-based threat

data to enable further manual threat analysis [4]. Their approach to building the graphs provided an

interesting starting point for the analysis presented in this paper. Very recently, Al-Shaer et al also

presented a clustering approach which could help predict future TTPs used by an attacker by the

previously used ones [39].

In terms of deep learning graph-based approaches that have been applied in the CTI field, several

embedding techniques have been developed as an application of the famous word2vec algorithm,

which is primarily used for working with natural language. These approaches have mostly been applied

to the Android Malware Dataset, which features application programming interface (API) dependency

graphs of malicious Android apps [32]. Specifically, graph2vec [32] and the specialized subgraph

approaches called sub2vec [1] and subgraph2vec [33] have all been applied to this particular dataset.

In general, Chami et al provide an overview on the current major approaches for applying machine

learning to graph-structured data [8]. The paper categorizes algorithms in terms of the way graph

information is encoded and what information is included and creates a taxonomy framework which

highlights major algorithms in each category. From this paper, we applied the DeepWalk [36],

node2vec [13], LINE [42], HARP [9] and GAE [24] algorithms in addition to the previously mentioned

subgraph2vec [33] to the graph datasets.



Section 3

Data Collection

Cyber threat intelligence data was collected from five sources: the Pulsedive API 1 2, the Alienvault

API 3 4, the ThreatTracking resource 5, the MITRE CTI repository 6 and the CTIMiner dataset 7. The

sources express information in different formats and terminology, but with a degree of similarity that

allowed us to combine some of them into joint graphs. All sources include information about APTs or

adversaries and contain direct or indirect information on the tools and malwares employed by these

groups. Sources also sometimes include IOCs, TTPs, geolocations, names of major attack campaigns

and various other metadata.

3.1 Pulsedive

Pulsedive provides an API1 that can be accessed for free with a limit on the number of API calls per

user in specific time frames. Use cases range from personal website analysis, to threat tracking and

APT research. The Python API2 allows queries for Indicators, Threats or Feeds. Feeds combine data

from several open-source intelligence feeds, which is aggregated with user submissions to generate

the full dataset of Indicators and Threats. Indicators represent IoCs such as URLs, domains, IP

addresses or file artifacts which include an automatically determined risk level and tags containing

more information about the specific indicator. Risk levels range from Unknown to Very Low, Low,

Medium, High, Critical and Retired. Threats include a wide variety of categories from general ones

such as attacks and abuse, to malware, to threat actors such as groups and APTs, to tactics such as

reconnaissance.

In order to access the dataset, Pulsedive provides an open-source Python client, which provides the

query results in Python dictionary format albeit at the cost of less available parameters as compared

to the HTML-based examples. I first queried the Threats API for all threat information, followed by

querying the Indicator API by threat and risk level. Querying individually by threat was necessary

1Pulsedive API: https://pulsedive.com/api/
2Pulsedive Python Implementation: https://github.com/pberba/pulsedive-py
3Alienvault API: https://otx.alienvault.com/api
4Alienvault Python Implementation: https://github.com/AlienVault-OTX/OTX-Python-SDK
5Document: https://apt.threattracking.com
6Repository: https://github.com/mitre/cti
7DOI for Download: http://dx.doi.org/10.21227/dpat-qd69
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because the API only returns the most recent 15,000 results per query, and the final dataset included

more than 350,000 indicators. Thus, I needed parameters such as threat and risk level to return the

maximum amount of indicators overall. The responses were then transformed into Pandas dataframe

format for further analysis. Since the dataset includes indicators submitted for personal analysis from

users, whose links to threats are oftentimes unreliable, only indicators with a risk level of medium,

high, critical or unknown were included in the final version. Due to the nature of the query process, a

representation of the dataset structure including a few select variables can be seen in Figure 3.1.

Figure 3.1. The diagram shows a schema representation of the Pulsedive dataset structure. The
Indicators table includes indicators, indicator metadata and the associated threat, which is used as
a link to the Threat object to include further threat-related information.

Through the threat name, I was also able to include the threat category in the indicator data. Some

indicators are present multiple times in the dataset, as the same indicator can be attributed to multiple

threats. These duplicates were useful for attempting to link different threats to each other, such as

linking APTs to the specific malwares they used.

In terms of reliability of the data, IOCs are sourced from both threat intelligence feeds and user

submissions. All user submissions for website safety analysis are included in the dataset as IOCs,

which thus includes a lot of safe websites that ideally need to be filtered out. Threat intelligence feeds

are usually much more reliable in only including relevant IOCs. In addition, the IOCs are also "vetted

by Pulsedive’s risk assessment" and "corrected by contributors and customers" [37]. Judging by the

size of the dataset and the inclusion of user submissions for analysis, however, the dataset should be

regarded as fairly noisy.

3.2 Alienvault

The Alienvault Open Threat Exchange API contains similar data and use cases as Pulsedive, albeit

with a different structure. On Alienvault, registered users provide threat intelligence information in
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so-called Pulses, which are essentially collections of threat information and can contain a variety

of relevant information such as IoCs, attributed APTs/threat groups and related malware families.

Alienvault does not allow the user to query the entire dataset through the API, but instead forces the

user to subscribe to individual pulses which can only be accessed and filtered through the website.

As such, the dataset I extracted can only be reconstructed using my OTX Key or the list of pulses I

subscribed to. APT and malware information is included in the Pulses object, while all the indicator

information is contained in a sub-object at the individual indicator level as displayed in Figure 3.2.

Figure 3.2. The diagram shows a simplified schema representation of the Alienvault dataset structure.
The Pulses object includes information on the malware families and the adversaries connected to a
certain incident, campaign or otherwise collected bundle of indicators as well as the indicator sub-object.
The Indicator object is embedded into each Pulse, and contains a varying amount of indicators and
related information.

The retrieved dataset consisted of 887 pulses related to APTs in JSON-Format. These pulses included

around 7000 rows of indicator-level data which provided information about the malware family used

in the pulse’s attack or campaign.

As the extracted pulses are user-submitted, the indicator quality depends heavily on the user that

submitted them. Pulses are submitted through extraction from text or other sources, and are automat-

ically screened for potential false positives upon submission through an algorithm implemented by

Alienvault. It is up to the submitter to then include or exclude the extracted indicators or even manually

add further indicators [2]. This submission process is susceptible to human error and noise, and thus

the quality of the dataset highly depends on the users who created the pulses.

3.3 Threat Tracking

The Threat Tracking resource consists of high-level analysis of APT group’s activities. The information

is stored in a read-only, downloadable Google Sheet5, with APTs arranged by geographical location in

separate sheets. Sheets follow a similar yet slightly varying structure, and include group name aliases,
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major operations, toolset, targets and modus operandi. The resource also includes a sheet with aliases

for commonly used malwares.

While it is very comprehensive, the data format is not directly conducive to analysis due to format

differences between the sheets and columns themselves. Namely, the “Toolset / Malware” column

consists mostly of comma-separated lists, but also includes full text fields or a mix of both. Thus,

processing the file requires either advanced text mining techniques or manual cleaning. The Google

Sheet document can be downloaded as an Excel file and then transformed into a separate Pandas

dataframe for every individual sheet. This resource was mostly used for linking the other datasets and

as a conversion reference for aliases of malwares and APTs.

In terms of reliability, the README sheet lists its contributors with name and Twitter handle. Non-

contributors can comment on cells, which is then subject to review. Finally, it also includes a disclaimer

stating that it should not be seen as a reliable source as the information could quickly become outdated

or is only based on a single incident report. Finally, individual sources are not provided for every entry

but rather the most prominent sources are listed in a separate sheet, making it difficult to ascertain

every piece of information.

3.4 MITRE Cyber Threat Intelligence Repository

The MITRE repository is hosted on GitHub6 and structured as a STIX2 JSON based file system. It is

divided into Enterprise- (Windows, MacOs, Linux etc.), Mobile- (Android, iOS etc.) and Pre-Attack

file systems. STIX2 is essentially a JSON wrapper with a pre-defined structure and keys for several

data categories sorted into the corresponding objects. Figure 3.3 shows a mapping table between

STIX2 objects and MITRE ATT&CK categories.

These individual objects have several common properties, such as an ID, name, a list of aliases, external

references such as MITRE ATT&CK or CAPEC IDs, created and last modified dates and kill chain

phases. For the graphs, the Technique, Group and Software objects are the most relevant as they

contain similar information to the other data sources. The objects are linked by Relationship object,

which describes the type of relationship and provides a source and target reference ID as well as

external references which led to the creation of said relationship. A simplified version of the underlying

schema is shown in Figure 3.4 below.
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Figure 3.3. Mapping table of ATT&CK framework concept to object types in STIX 2.0, from [11].

Figure 3.4. The diagram shows a schema representation of the MITRE dataset structure. The Relation-
ship object lists the connections between entries in the APT, Software, Mitigation and Attack Pattern
objects. Due to the nature of the underlying relationships, the source_ID field consists of IDs from the
APT, Software and Mitigation objects, whereas the target_ID field consists of IDs from just the Attack
Pattern and Software objects.

In essence, the APT, Software, Mitigation and Attack Pattern object IDs are used as source and

target ID in the Relationship object, with the arrows showing the overall direction of the relationship.

The relationships can be simplified to four cases: APT “uses” Software, APT “uses” Attack Pattern,

Software “uses” Attack Pattern, Mitigation "mitigates" Attack Pattern.

To create an object that contains all available information, one can use the source and target reference

IDs to join the Software, APT, Group, Mitigation and Technique objects to the Relationship objects,

creating a dataset at a relationship level - or edge level in graph terms. MITRE contains well-curated
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information, which does not require cleaning besides some minor reformatting. Compared to the other

datasets it only lacks IoC information, yet provides much more reliable links between Groups and

Software.

The repository is based on the ATT&CK knowledge base curated by the MITRE Corporation, which

allows referenced contributions that will be reviewed by periodically. The content is updated every

three to six months [10]. The dataset used for this report is based on the most recent commit on March

9, 2020.

3.5 CTI Miner

This dataset is hosted on IEEE Dataport7, and is the result of parsing 600 CTI reports for Indicators of

Compromise. It contains some meta information on the reports themselves as well as indicators, the

type of indicator (for example, filehash, url etc.) and what category of analysis led to their uncovering

(Network activity, External analysis etc.). The data is provided in XML format and split up into Report

and Malware Events across years. The Report objects contain information about the parsed report and

the associated indicators. In order to gather more information, the malware hashes that were extracted

from the reports were then cross-checked with another data source for more available information,

and the additional indicators are saved in the respective Malware Event objects [34]. The underlying

data structure is displayed in Figure 3.5, with the info field in the Malware object filled with malware

hash values in the Indicator value field in the Indicator Reports sub-object, which allows us to connect

the objects. After cleaning, the dataset contains 71910 unique indicators in the Report and Malware

objects combined.

The quality of this dataset depends on the quality of the parser used, the quality of the indicators present

in the reports that were sourced from APTnotes8 and APT CyberCriminal Campaign Collection9 as

well as the quality of the additional data source used to gather more information on the malware file

hashes10 [34]. Overall, the information seems fairly well-curated overall, yet the scope of the reports

varies quite a bit from individual campaigns to multi-year overviews.

8Github repository:https://github.com/aptnotes/data
9Github repository:https://github.com/CyberMonitor/APT_CyberCriminal_Campagin_

Collections
10API:https://www.malwares.com/about/api

https://github.com/aptnotes/data
https://github.com/CyberMonitor/APT_CyberCriminal_Campagin_Collections
https://github.com/CyberMonitor/APT_CyberCriminal_Campagin_Collections
https://www.malwares.com/about/api


3.5 CTI MINER 14

Figure 3.5. The diagram shows a schema representation of the CTI Miner dataset structure with all
yearly objects combined into one Reports and Malware object each. Both the Reports and Malware
object contain meta information about the specific report or malware hash in addition to an Indicators
sub-object with IOCs contained in the report or related to the specific malware hash.



Section 4

Methods

Although some cyber threat intelligence is stored in graph-like structures, building graphs from CTI

data usually requires a number of cleaning and preprocessing steps in order to generate a graph

structure via an edge list or adjacency matrix as decribed in Section 2.2. This section will detail

the preprocessing steps necessary to prepare for graph creation (Section 4.1), the different structure

choices made for graphing given the data (Section 4.2) as well as the algorithm choices depending on

graph structure and modelling goal (Section 4.3).

4.1 Preprocessing

Considering the differences in dataset structure, format and information present for each source, the

preprocessing steps varied for the different graphs. The ultimate goal was to build a graph from one or

a combination of sources, thus the dataset structure had to be transformed into either an edge list or an

adjacency matrix to represent a graph. For this project, we assumed that IOCs, TTPs, APTs, malwares

and other information are only useful given their specific context, meaning it was necessary to connect

them to at least one other piece of information. Thus, in graph terms, I made the assumption that every

node had to have at least one edge, making it viable to use an edge list to represent and create the

graphs. Therefore, the main preprocessing goal was to transform the datasets into edge lists and clean

them to remove synonymous names between datasets.

Transforming traditional table-structured data into an edge list is fairly elementary, as it generally just

involves filtering and extracting two of the columns. Most of the dataset was obtained in JSON- and

XML-based formats, however, which is more akin to a tree-like structure [40]. XML works with tags,

which have to be opened and closed and include values or more tags in between. JSON functions on

key-value pairs, where the value can also be a collection of further key-value pairs. Examples of both

JSON- and XML-based CTI data structures are shown in Figure A.1 in the appendix.

Given these nested, tree-like data structures, the resulting graphs should feature edges between values

in the top level and all values in the lower levels of the structure in addition to same-level one-to-one

edges. As an example, the Kwampirs Trojan mentioned in Figure A.1a should be connected to both file

15
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hash indicators below as well as the adversary Orangeworm, which is cut off in the figure as it is below

all the associated indicators. The different levels of data in the tree-structured data can be likened

to different levels of data granularity, and building an edge list between top-level and lower-level

variables requires a transformation to the lower-level granularity. Specifically, the observation in

Figure A.1a would be split into two separate observations with the rest of the variables included in both

observations. This type of transformation was used with both the CTIMiner and Alienvault datasets.

Moreover, a clean dataset is very important for modelling purposes. Since all variables in the raw

dataset are categorical, the main goal for these particular datasets was standardizing names within and

between datasets. Standardizing in this case means setting a name for a particular entity and renaming

all observations using synonymous or misspelled versions of the same name. The chosen name is

fairly arbitrary, as the text content of the name will not be directly analyzed in the modelling process

but rather just used as a label representing a distinct entity. In terms of misspellings, the limited size of

the labels present in the dataset allowed me to assess each label manually. Misspellings could also be

detected automatically using word similarities between labels or node similarity in graphs in larger

projects.

Finally, many algorithms require numerical inputs even for categorical variables. Thus, the name

for every node was assigned to an ID in {0, n}, which was then used in the modelling task. Some

algorithms also support node-level numerical features. A commonly used way to encode categorical

variables as features is via one-hot encoding, which refers to the use of a vector with length k for a

categorical variable with k different terms. For example, encoding a variable with the labels ’indicator’,

’malware’ and ’apt’ would result in a vector of length three, with ’indicator’ represented as [1, 0, 0]

and ’apt’ represented as [0, 0, 1].

4.2 Graph Structures

The final preprocessing step can be reduced to finalizing the graphs. In order to create the graphs, I first

had to consider the desired structure in light of the modelling goal and the available data. Fortunately,

the use of edge lists to build graphs simplifies the process of adding variables to the graph, as the

additional edge lists can just be concatenated to represent the expanded graph. This interaction makes

it fairly effortless to mix and match variables and datasets from multiple sources, provided all datasets

were cleaned prior to being added.
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The first limitation to all possible graph structures is the available data. Figure 4.1 shows the possible

connections between different entities for all different data sources. Noticeably, Pulsedive and

Alienvault allow for similar connections between different entity categories and could be connected to

the MITRE CTI dataset by matching APTs and Malwares to include Attack Patterns and Mitigation

Techniques. CTI Miner only shares the IoC category with other data sources and only adds the

associated report. Finally, the MITRE CTI dataset features directed edges, as the relationships between

entities are directly defined in the Relationships object unlike the other sources. Overall, this means

the graph structure is largely limited to connecting individual IoCs to APTs and Malwares, and then

connecting APTs and Malwares to Attack Patterns along with Mitigation Techniques. CTIMiner will

largely be seen as a separate dataset with individual modelling objectives.

Figure 4.1. Diagram showing the possible edge structures between different entities for four of the data
sources, namely Pulsedive, Alienvault, MITRE and CTIMiner.

At this point, it is also important to point out that all the mentioned graph structures involve including

different node categories in the same graph. This approach is modelled loosely after STIX and other

CTI visualizations, which generally feature multiple categories in order to visualize the relationships

between the different pieces of information. In contrast, classical graph theory datasets such as

Zachary’s Karate Club social network, collaboration networks and biological networks only feature

one type of node [12]. In this case, single category graphs could be created by only connecting nodes

from one category if they share connections to the same entity from another category. Yet, the aim of

this project is to exploit the graph structure of STIX-like or similar graphs, and therefore the rest of the

report will use graphs which include multiple node categories.

Based on these existing structures, I decided to examine APT similarity with a variety of different

structures and approaches as well as Report similarity with the CTIMiner dataset as my modeling
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goals. In terms of APT similarity, the evaluated structures included combinations of the Pulsedive

and Alienvault datasets with the MITRE dataset to include IoCs in the MITRE structure and just the

MITRE dataset structure with and without Mitigation Techniques. For Report similarity, the underlying

CTI Miner structure is used. It is important to note, however, that the CTI Miner structure contains

edges between reports and IoCs contained in the report, and edges from some of the IoCs to more IoC

values as those values were found when researching the original IoC.

Finally, besides the node category structure, the graphs can also be built as one graph which en-

compasses all data points or as individual subgraphs around an entity like a particular APT. In the

APT example, a subgraph for every APT in the dataset is created, which only includes the connected

malwares and attack patterns. Most evaluated graphs in this report are full graphs, but some algorithms

require subgraphs or created subgraphs themselves, in which case they include every node up to a

certain distance.

4.3 Modelling Options for different Graph Structures

Given the different graph structures, there are different ways to model these graphs and create

embeddings. Some algorithms are better suited for certain graph structures and modelling goals, so

this section will describe the different algorithms and their use case. A lot of the algorithm use the

Skip-Gram technique, which originated from the field of natural language processing, and I will thus

describe this technique at first before delving into the particular algorithms [30].

4.3.1 Skip-gram

At its core, the Skip-gram model is generally used in natural language processing in the classification

of words in a sentence by looking at the surrounding words. Specifically, the objective is to find the

conditional probabilities for the occurrence of other words in a sequence of words (w1, ..., wt) given

each target word wk using the loss function

L = �
X

�KiK,i 6=0

logP(wk�i | wk),

where K corresponds to the number of surrounding words before and after the target word [8]. During

training, the surrounding words are often weighted according to the distance to the target word, the

closer it is the higher its weight. Skip-gram is a word embedding model, and while it tries to predict
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context words, target words with similar context words will have similar embedding values, meaning

that it can be used to find similar words or synonyms.

In the graph context, these word sequences are not inherently available, but can be generated using

random walks across the graph’s nodes and edges. As an example, the DeepWalk algorithm follows

the two-step process of walk, i.e. node sequence generation for each node of length t, followed by the

application of the Skip-gram algorithm. The walks are generated by randomly selecting an outbound

edge from the specific node and subsequently adding the destination node to the walk sequence [36].

Thus, the graph application of the skip-gram algorithm embeds nodes in the context of its neighboring

nodes when using random walks to generate context.

4.3.2 DeepWalk

After discussing the Skip-gram algorithm, it is only fitting to discuss its first application for graph

embeddings: DeepWalk [8]. As previously stated, DeepWalk functions as a two-step process of

random walk generation and utilization of the Skip-gram algorithm to generate embeddings. The

random walks can be adjusted by setting the walk length t which represent the number of nodes

traversed on each walk, window size of nodes w considered when calculating the loss and updating the

node probabilities for the target node, and walks per vertex � used in the training set[36]. In the case

of DeepWalk, the � parameter can be seen as synonymous with the term epochs, which is commonly

used in the context of neural networks to set how many times the algorithm runs through the entire

training dataset to fit the model.

To further illustrate, let us consider a random walk with t = 7 and and w = 2. The walk is sampled

from node 5 and results in the sequence [5, 2, 4, 3, 6, 9, 8]. Now, to update the probabilities for the third

node in the sequence (node 4), we consider the probabilities of nodes 5,2,3 and 6 given its embedding

Z(4) and update it to maximize the probability of co-occurence [36]. For the next node, we would

consider nodes 2,4,6,9 given embedding Z(3).

Besides the application to graphs, DeepWalk uses an optimization to the algorithm called hierarchical

softmax to calculate co-occurrence probabilities. The normal softmax formula calculates the probability

of one node in the context of all other nodes, i.e. softmax(ni) =
eniP
j e

nj . Hierarchical softmax instead

builds a binary tree and assigns nodes to the leaves of the tree. Instead of updating the probabilities for

each graph node directly, the probabilities for each graph node are given by the path from the tree’s
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root node to the particular leaf node and only the tree node binary probabilities are updated. Instead of

a calculation with the complexity of the number of nodes in the graph, this reduces the complexity to

the number of tree nodes in the particular path to the graph node [31].

As DeepWalk looks at nodes in the context of its neighboring nodes, I theorized that the algorithm

would be a good fit for both modelling tasks. Ideally, it would be able to model APT similarity in

the context of which malwares, IoCs and attack patterns they share as well as reports in the context

of shared IoCs. Since it is also able to capture higher-order relationships, it should even be able to

pick up more indirect relationships between APTs such as a shared Indicator between an APT and a

Malware, where is also used by a different APT which itself has no connection to the specific Indicator.

Overall, I applied this algorithm to all structures except for the smaller MITRE graph as that particular

structure was only created for work with subgraphs.

4.3.3 node2vec

Node2vec is similar to DeepWalk in that it also employs random walks to model the underlying graph

structure and then applies the Skip-gram model to generate embeddings. It uses a different technique

when creating the random walks, however, which can be tuned to focus on breadth-first sampling

(BFS) and depth-first sampling (DFS). BFS focuses on sampling the local neighborhood of the starting

node, whereas DFS focuses on sampling nodes at increasing distance from the starting node [13].

These approaches can be adapted through the hyperparameters p and q, which affect the likelihood of

selecting a particular node x to be the next node vi in the walk:

⇡vi�1x = ↵p,q(vi�2, x) · wvi�1x,

where w is the edge weight and alpha is the search bias term given by

↵p,q(vi�2, x) =

8
>>>><

>>>>:

1
p if dvi�2x = 0

1 if dvi�2x = 1

1
q if dvi�2x = 2

,

where d is the shortest-path distance between the two nodes. Thus, p regulates how likely the random

walk is to return to the previous node from the current node and q regulates how likely it is to visit a

node which is the maximum distance away from the previous node. A high value for p indicates that

the next node will likely not be the previous node, whereas a low value for p will lead to a large amount
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of redundancy in the sampled walks as it is likely the walk will return to the previous node. A high

value for the q parameter biases the edge selection towards nodes that are equidistant from the previous

node as the current node or towards the previous node itself, whereas a low value promotes nodes that

are the maximum distance from the previous node. As such, both parameters can be used individually

or in conjunction with each other to bias the random walk sampling towards a breadth-first-like or

depth-first-like approach.

Apart from node sampling for random walks, node2vec also uses a technique called negative sampling

to lessen computational complexity [13]. Specifically, the objective function contains a per-node

partition function which in part sums over the embedding of every single node in the graph, which is

computationally expensive for very large graphs. Negative sampling instead only samples a pre-defined

small number of these nodes and updates the co-occurrence probabilities only for these nodes [29].

In terms of use cases, the algorithm is applicable in similar scenarios as DeepWalk, albeit it being more

adaptable to a variety of problem settings due to its BFS and DFS modes. After directly comparing its

results with DeepWalk on the full MITRE graph, however, I decided to mostly go with DeepWalk as a

continuous reference point for most graphs due to more straightforward implementation and better

results overall.

4.3.4 LINE

LINE, or Large-scale Information Network Embedding, is a model designed to preserve first- and

second-order node proximity (compare Section 2.2) as well as being scalable and working with

undirected, directed, weighted and unweighted graphs. In order to preserve both first- and second-order

proximity, LINE fits two separate model for both measures and then suggests to concatenate both

embedding feature vectors and re-weighting them according to the training data. The original paper

suggests re-weighting only when the weights can be learned from the training data in a supervised

learning setting [42], which is thus not applicable to our use case. The algorithm is only used together

with HARP, which only uses the first-order proximity part of LINE [9].

As the first-order proximity algorithm is only applicable to undirected graphs, it models the joint

probability between two vertices u and v as

p1(u, v) =
1

1 + e�Zu·ZT
v
,
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where Zu is the low-dimensional vector embedding of node u. In order to fit the algorithm, the loss

function minimizes the negative sum of the graph’s edge weight wu,v and the log-transform of the

joint probability p1(u, v) as following:

L1 = �
X

(u,v)2E

wu,v log p1(u, v) [42].

First-order proximity does not seem to be a very good measure to find similarity between APTs or

Reports within the provided graph structures as APTs are usually separated by at least two edges.

Therefore, this algorithm was mostly intended as a reference point within HARP to compare its

performance to node2vec and DeepWalk.

4.3.5 HARP

Hierarchical Representation Learning (HARP) is a graph representation learning algorithm, which

combines a graph coarsening pre-processing framework with popular embedding algorithms, namely

LINE, node2vec and DeepWalk. Graph coarsening refers to iteratively grouping nodes together and

therefore reducing the size of the input graph before embedding. The coarsening can be achieved

through the edge collapsing and star collapsing techniques [9]. Edge collapsing refers to creating a

joint supernode from joining two nodes which are connected through an edge. The edges are sampled

from the edge list without overlap, meaning that at each coarsening step each node can only be selected

once. Star collapsing refers to collapsing nodes into supernodes if they share the same neighbors. The

star structure features a center, high-degree node, also called hub, whose neighboring nodes form a

star around it. These two techniques are combined into a hybrid coarsening scheme by applying star

collapsing first before applying edge collapsing to the reduced graph.

Iterative application of the coarsening scheme to the initial graph results in increasingly smaller graphs

G0, G1, ..., GL. Starting with the smallest graph GL, the chosen embedding algorithm is applied to

create a representation of the remaining super nodes. This embedding is then used to initialize the

embedding algorithm for the next smallest graph in a technique called embedding prolongation. Super

nodes separated in the smaller graph retain the node embedding from the super node they were a part

of. This procedure is repeated until the embedding for the initial graph G0 is calculated [9]. This

technique produces more stable training and convergence leading to more stable embeddings [8].
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Overall, this technique is applicable to both graph structures but seems very promising particularly for

the CTIMiner graph due to the large clusters of IoCs for every report. Report nodes are exemplary of

the hub nodes at the center of star structures, and should thus profit immensely from the star collapsing

technique. Therefore, I used the HARP framework as the main technique for the CTIMiner graph

and applied all three originally mentionated algorithms - LINE, node2vec and DeepWalk - with it to

compare results.

4.3.6 subgraph2vec

Subgraph2vec utilizes a radial adaptation of the Skip-gram model to learn representations of subgraphs

for one or multiple large graphs. Subgraphs in this context refer to smaller substructures of larger

graphs, which are sometimes used as a means to express the full graph structure and compare between

graphs. Subgraphs can be rooted around a node, and are then referred to by the root node and the

distance from the root node it encompasses ("subgraph degree") [33]. In previous subgraph modelling

approaches, subgraphs were seen as independent structures even if they exhibited a high degree of

similarity in terms of the nodes present within them, which lead to increasingly high dimensionality of

the feature space due to overlap and graphs only being similar to themselves.

The algorithm follows a two-step process similar to other skip-gram based models by first extracting

rooted subgraphs of a chosen degree and then applying the radial skip-gram to learn embeddings.

Finding the rooted subgraph sg(d)v of node v of degree d > 1 is a recursive operation of first finding

the neighbors of v, and then using the same operation for all the neighbor nodes at d� 1. In order to

apply the skip-gram algorithm, the context used to embed the similarity of the target subgraph sg(d)v is

the set of d+ 1, d and d� 1 subgraphs rooted at each of the neighbors of v such that

J(�) = �log Pr(sgcont | �(sg(d)v ))

is maximized, where � represents the embedding. Subgraph2vec also uses negative sampling to

calculate and update the co-occurence probabilities [33].

Since subgraph2vec can take multiple graphs as inputs, I decided to examine the use of single APT

subgraphs to determine APT similarity. In other words, I decided to create a different graph for every

APT, which only features the APT and the malwares, attack patterns and Indicators it is directly

connected to.
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4.3.7 GAE

Convolutional graph auto-encoders (GAE) combine graph convolutional networks (GCN) [23] with

variational auto-encoders (VAE) [22] to create an unsupervised learning algorithm which can incor-

porate node features into the embeddings. The node embeddings are calculated as Z = GCN(X,A),

where X is the feature matrix and A is the adjacency matrix [24]. The GCN can be generalized to

Z = D̃� 1
2 ÃD̃� 1

2X⇥,

where D̃ is a diagonal matrix given by D̃ii =
P

j Ãij with Ã = A + IN and ⇥ is a matrix of filter

parameters. The decoder function reconstructs the adjacency matrix as follows: = �(ZZT ), where �

is the logistic sigmoid function [23]. GAE also uses negative sampling to overcome computational

complexity [8].

Since this method can incorporate node features, I first thought about which available features could be

useful in creating a graph embedding. Specifically in the APT similarity case, incorporating the node

type, i.e. APT, malware, IoC etc., could prove beneficial, whereas it might not be as useful for the

Report similarity task as it has a very defined structure and less node types. Thus, I used this algorithm

only for the APT structured data.

4.3.8 SimRank

SimRank is not a graph representation learning algorithm but rather just a node similarity algorithm.

The basic premise behind SimRank is that “two objects are similar if they are referenced by similar

objects" [20]. As such, it is mainly based on second-order proximity. The basic SimRank equation is a

recursive comparison of nodes’ neighborhoods’ similarity.

s(u, v) =
C

| I(u) || I(v) |

|I(u)|X

i=1

|I(v)|X

j=1

s(Ii(u), Ij(v)),

where I(v) is the set of in-neighbors for a particular node v and Ii(u) is a particular member of that

set. If u and v are the same node x, s(x, x) = 1. C in this case can be seen as either a confidence

level or a decay rate. As an example, if two APTs a and b use the same malware m, we can agree that

s(m,m) = 1 but s(a, b) probably should not equal 1. Thus, C can be used as a confidence level in the

fact that two nodes with the same neighbor are similar, or a decay rate of the same neighbor similarity

score across the network.
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As SimRank is not a graph embedding method, it is simply used as a reference point when evaluating

embedding similarity scores for both similarity tasks.

4.4 Embedding Evaluation

Since the presented algorithms are mostly unsupervised learning algorithms, the methods of evaluating

them are generally more complicated than for supervised learning models. In supervised learning, the

way to evaluate a model is to compute some error measures for the predictions based on the response

values, meaning that there are some ground truth values available which allow for comparison which is

not the case with datasets used for this report. In constrast, unsupervised learning methods attempt to

find lower-dimensional representation of the underlying dataset, which can then be used explain certain

characteristics of the underlying distribution and to group certain observations together. For graph

embeddings, however, it is difficult to find a direct link between the embeddings and the underlying

cause for a certain embedding vector, as the embedding process is generally rather complicated and

non-linear.

Embedding outputs can be evaluated in terms of two measures, the embedding vectors themselves

and the embedding similarity. The embedding vectors can be used for clustering and a variety of

other prediction tasks, but prediction tasks are again not possible due to a lack of consistent response

variable. In terms of clustering, Al-Shaer et al provide an interesting example on attack pattern

clustering in the context of tactics and evaluated the clusters by surveying industry experts [39].

Unfortunately, surveying industry experts on embedding-based clusters was not possible due to the

increasing complexity of my thesis but would be a logical extension of the method.

Other evaluation frameworks propose to assess embeddings in terms of intrinsic measure categories

such as relatedness [38] or by attempting to recover topological features such as node degree from the

embeddings [5]. Unfortunately, [5] concludes that it is not consistently possible to recover node or

graph features from embeddings. Although the original paper largely requires datasets with response

variables, the evaluation category of relatedness might be applicable to CTI graph embeddings. Namely,

relatedness refers to using the high correlation between cosine similarity and human relatedness scores

to evaluate similarity scores [38]. The MITRE dataset refers to some relationships between APTs

in the APT description fields, and the CTIMiner dataset includes some reports in the sub-object that

also contains Indicators, which could be used as evidence for strong relatedness between entities
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mentioned in both of these scenarios. Cosine similarity leverages the dot product of two vectors to

create similarity scores similar to the Skipgram methods, but normalizes the scores by the magnitude

of each vector as follows:

sim(v1, v2) =
v1 · v2

| v1 || v2 |
,

where | v | is the magnitude of the embedding vector v given by | v |=
p
v · vT [27].

Thus, I decided to evaluate the graph embeddings based on cosine similarity scores for known node

relationships and in the context of the scores for the rest of the embedding. In addition, I also included

SimRank scores for some graphs in order to get a sense of node similarity depending on the graph

structure.



Section 5

Implementation

After introducing the theory behind the methods used, this section will detail their implementation.

Specifically, I will first discuss the initial exploration of the four datasets in order of access in Section

5.1, which led to implementing the preprocessing steps discussed in Section 5.2. The modelling

approach is detailed in Section 5.3.

5.1 Initial Dataset Exploration

The first dataset accessed was Pulsedive. In total, I scraped 396,094 unique indicator-threat pairs from

the Pulsedive API. Figure 5.1 shows an initial exploration of the distribution of indicators relative

to risk level, indicator type and threat category. As evidenced in Figure 5.1a, most of the indicators

are classified as retired, and only a minority are either high or critical risk. Still, a little over 18,000

indicators are rated as high or critical risk. In terms of indicator type, almost all indicators are web-

based with only 11 being artifacts. In terms of category, note that the group and APT categories are

also at the lower end of the spectrum at 4703 and 4141, respectively, while the malware, attack and

abuse categories are attributed to most of the indicators.

Finally, Figure 5.1d shows the proportion of indicators which are related to multiple threats and at

least one APT with multi-threat indicators, all unique indicators and all observations. One of the first

graphing attempts was based on the idea of linking malwares and APTs through shared indicators

based on just the Pulsedive dataset, but the lack of observations ultimately stifled the idea.

Alienvault Open Threat Exchange contains similar data to Pulsedive collected in Pulses. Similar to

Pulsedive, some Pulses contain data on both associated APTs and Malwares, while some only feature

APT information. Figure 5.2a shows that the share of Pulses with Malware information is rather small.

Of the Pulses with both Malware and APT information, Figure 5.2b shows the distribution of indicators

per Pulse in log-scale. More than half the Pulses contain less than 20 indicators, yet the largest Pulse

contains more than 2,500. An explanation for this disparity is that some Pulses are related to one

specific attack, whereas some Pulses cover multiple campaigns or operations over multiple years.

27
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(a) Bar chart of indicator count by risk level. (b) Bar chart of indicator count by indicator type.

(c) Bar chart of indicator count by threat category. (d) Bar chart of indicator count for all, unique
and multi-threat indicators as well as indicators
associated with APTs and at least one other threat.

Figure 5.1. The figures show indicator count by several features, such as risk level pertaining to the
specific indicator, indicator type, and underlying threat category in the Pulsedive dataset.

(a) Pie chart of Pulses with and without malware inform-
ation.

(b) Boxplot of Indicators per Pulse in log-scale.

Figure 5.2. The figures show indicator count by several features, such as risk level pertaining to the
specific indicator, indicator type, and underlying threat category in the Pulsedive dataset.
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(a) Bar chart of the count of nodes per category.

(b) Sankey chart of the count of edges by node category.

Figure 5.3. The figures the nodes and edges in the MITRE dataset. Specifically, the bar chart shows the
count of individual nodes by category and the Sankey chart shows the count of all possible edges by
source and target node category.

For the MITRE dataset, the underlying dataset structure is much more akin to a traditional database

structure with a main table (Relationships) which links the other tables as shown in Figure 3.4, with

the APT, software, attack pattern and mitigation objects being referenced by the source and target

ID in the Relationship object. From the individual object for each information category, we can get

the distribution of potential nodes seen in Figure 5.3a, whereas the Relationship object allows us to

display the distribution of possible edges seen in 5.3b. It is important to note that the relationship

to the kill chain phases is actually in the attack pattern object and needs some pre-processing in the
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form of a granularity transform as one attack pattern can belong to multiple phases. This difference is

also evidenced in Figure 5.3b, as this particular relationship is isolated from the others. Aside from

the kill chain phases, most of the relationships have attack patterns as the target, with the only other

non-attack-pattern-related relationship linking APTs and malwares. The largest share of edges is

between malwares and attack patterns, which makes sense given that these two also make up a large

portion of the individual nodes. Finally, although mitigation techniques is the second largest node

category, only a fraction of the edges references mitigation techniques. This occurrence is caused by

the fact that mitigation techniques are usually fairly specific, meaning that most of the techniques only

mitigate one or a small number of attack patterns, which is different for all other categories.

Finally, the CTI Miner dataset is structured into the Reports and Malware objects as shown in Figure

3.5. The Reports objects contain the reports as well as Indicators mentioned in the reports. The

Malware objects contain both the researched malware hash as well as the related Indicators, which

were found as a result of the search. Figure 5.4 shows the distribution of the Indicators in terms of

their specific category and type variables, which were taken directly from the data, as well as the

relationships and possible edges present in the dataset. Figures 5.4a and 5.4b show that there are

not only more Indicators present in the Malware objects, but the categories and types are also fairly

different. Figure 5.4c shows that most of the relationships in the dataset are actually between the

searched hash values and the resulting related Indicators instead of the Indicators from reports. In

addition, there are some relationships between reports in the dataset, which can later be used to validate

the report similarities if these relationships are removed from the training dataset prior to modelling.

5.2 Preprocessing

The preprocessing stage can be condensed into two tasks: cleaning and transforming the data. Since

some of the proposed graphs involve multiple datasets, a significant part of the cleaning process

involved unifying the terminology between different sources. Since MITRE seemed to provide the

most consistent naming convention and framework, the APT and malware names from other sources

were adapted to the MITRE ones. The name changes were done mostly manually by checking the list

of unique malwares and APTs from both Pulsedive and Alienvault OTX against a lists of MITRE names

as well as synonyms, and changing the synonyms into the main names. Then, APTs and malwares

not matching any existing names were manually researched for potential overlaps. Ultimately, all

non-matching observation were discarded as they would have resulted in an unbalanced graph.
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(a) Bar chart of the number of Indicators per category. (b) Bar chart of the number of Indicators per category.

(c) Sankey chart of the Edges by Node Category.

Figure 5.4. The figures show the nodes and edges in the CTIMiner dataset. Specifically, the bar charts
shows the count of Indicators by category and type and the Sankey chart shows the count of all possible
edges by source and target node category.

A lot of indicator cleaning efforts were carried out and evaluated. For example, we tried to only include

indicators of a certain risk from Pulsedive, which resulted in too small of a dataset. We also had to

decide whether to include indicators that are only linked to either a malware or an APT, and ultimately

decided to only include the ones with links to both in order to ensure a better connectivity for indicators.

Overall, nodes that are only linked to one another node and do not provide much context information

provide little value to an embedding algorithm and lead to a much larger training set and much higher
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computational complexity. One cleaning step that was always present was removing duplicate entries

from a dataset. This step was really only necessary for the indicator-based datasets, and was carried

out by looking at column-pairs or -combinations to see if there are duplicate values in all in order to

only remove duplicates which do not add additional context.

In terms of dataset structure transformations, the two types used in the report were transforming the

data format from JSON- and XML-based data into a more traditional tabular format and granularity

transforms from Pulse- or Report-level to IoC-level. JSON and XML data can be transformed into

column format by taking the highest layer which contains useful information and taking the keys or

tags for said layer as column headers. This transformation necessitates the granularity transformation

as data from lower granularity layers is saved in a specific field as a dictionary or list of dictionaries,

making it largely unusable for further analysis. Thus, the granularity transform expands these fields and

copies the information from the other fields. These transformations were necessary for the Alienvault

OTX and CTIMiner datasets.

After most cleaning and transformation steps, I also looked at the number of indicators per malware

and APT pair to see if there were any imbalances. The pair of the Orangeworm APT and Kwampirs

malware had more than 5,000 indicators associated with it, whereas the next highest pair had only

229. In order to create a more balanced dataset, I decided to randomly sample 250 indicators for

this pair and remove the rest. An imbalance in the distribution of APT-malware pairs and indicators

could lead to algorithms neglecting pairs with a low number of associated indicators in favor of the

high-frequency ones, resulting in an embedding with a large bias towards the pairs with the most

observations.

The final preprocessing step was creating the actual graphs, or just providing edge lists or adjacency

matrices in the required formats for each particular algorithm. Again, the edge lists were created

by simply concatening edge lists between several categories. For datasets which only include some

information present in the dataset, I decided to only include nodes which had relationships with all

possible node categories. As an example, I created a combined graph between the Alienvault, Pulsedive

and MITRE datasets, and decided to exclude APTs and malwares without Indicator connections and

attack patterns without connections to the remaining APTs and malwares. I also created a truncated

MITRE graph with only APTs, malwares and attack patterns, and decided to exclude attack patterns

with no connections to those two categories. Finally, the nodes in the edge lists were encoded into IDs

as required by some of the embedding algorithms, and both the edge lists and a nodes dataframe, which
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allowed the association between IDs, node names and node categories, were saved. If an adjacency

matrix was required, I used the NetworkX package1 to create graphs using edge lists, and then used

the built-in function to extract the adjacency matrix from the graph. Figure 5.5 shows an example

visualization of the combined graph.

Figure 5.5. The figure shows an example visualization of the combined graph with Alienvault and
Pulsedive Indicator information and MITRE CTI malware, APT and attack pattern data. Indicators are
in green, APTs in blue, malwares in red and attack patterns in purple.

Finally, some algorithms also allow for node features, which are usually provided in a separate node-

based data frame format similar to the node ID data frame mentioned above. Specifically, I used the

features to describe what category a node belongs to and for Indicator nodes, what type of Indicator

it presents, for example URL, IP address etc. These categorical variables were encoded as dummy

variables and submitted separately, with the row index corresponding to the node ID in the graph.

5.3 Modelling

The preprocessing and graphing measures pipeline resulted in four graphs with the following char-

acteristics listed in Tables 5.1 and 5.2. As shown in Table 5.1, graphs 1-3 depend on the MITRE

dataset, with graph 3 including indicators from the Alienvault and Pulsedive sources. Graph 2 includes

1Documentation: https://networkx.github.io/documentation/stable/

https://networkx.github.io/documentation/stable/
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less attack patterns than graph 1, as only attack patterns with connections to APTs and Malwares

were included, which means that some attack patterns from graph 1 are only connected to mitigation

techniques and not malwares and attack patterns. As stated above, graph 3 includes only APTs and

malwares found in the IoC datasets, and attack patterns connected to those specific nodes. Finally,

CTIMiner is a completely separate dataset with only reports and IoCs used to model report similarity.

Graph Name APTs MW AtP Mit KCP IoC Rep
1 MITRE full 94 364 266 282 12 - -
2 MITRE truncated 94 364 227 - - - -
3 MITRE IoC combined 20 33 161 - - 1074 -
4 CTIMiner - - - - - 71910 600

Table 5.1. Node category comparison between the different graphs. Legend:
MW: malware, AtP: attack pattern, Mit: mitigation technique, KCP: kill-chain phase, Rep: report

Graph Nodes Edges Avg. Deg. Algorithms
1 1018 6344 12.46 DeepWalk, node2vec
2 681 5297 15.56 subgraph2vec
3 1288 3308 5.14 GAE, DeepWalk
4 72510 107393 2.96 HARP, DeepWalk, LINE, node2vec

Table 5.2. Graph measures comparison and list of algorithms used on each graph.

In terms of graph measures, the disparity of average degrees initially stands out. The differences can

be explained in terms of the type of data included in the graphs, however. Specifically, Indicators

usually have a very low degree in these types of graphs, as they are usually only connected to a couple

of malwares and indicators, with one of each being the most common case. Thus, part of the reason

why graphs 3 and 4 are lowest in terms of average degree is the inclusion of IoCs, as graph 4 is

made up almost exclusively of Indicators. The difference between graph 1 and 2 can be explained by

the inclusion of mitigation techniques, which are usually specific to one attack pattern and therefore

usually have a degree of one, thus reducing the average degree of the graph. Finally, CTIMiner is a

much larger dataset than the other three due to only necessitating minimal filtering for the Indicators.

Table 5.2 also lists the embedding algorithms used for each dataset. The reasons for choosing each

algorithm for the specific graphs are outlined in Section 4.3. All algorithms embed all nodes in the

graph, as well as subgraphs in the case of subgraph2vec. As for the hyperparameters, I mostly consulted

the original papers for suggestions and ran some algorithms such as node2vec, subgraph2vec and GAE

with different parameters and varying inputs to compare results. In terms of embedding vector size d, I

used multiples of 32 for comparison sake, but mostly went with 32 because computational limitations.
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Thus, most embedding outputs have the shape n⇥ d = n⇥ 32, where n is the number of nodes in the

graph. In addition, I used a stable learning rate of 0.025 for all embeddings.

For graph 1, both node2vec and DeepWalk accept edge lists as inputs. Both node2vec2 and DeepWalk3

have package implementations, which allow the user to provide custom edgelists and output the

embedding. I used the same parameters for node2vec and DeepWalk as much as possible, and tried

three iterations of p and q node2vec values for comparison’ sake. Specifically, I used a embedding

dimension of 32, walk length of 60, window size of 10 and number of walks of 80. For the p and q

parameters, I used combinations of (p, q) = {(1, 1), (0.5, 2), (2, 0.5)}.

For subgraph2vec, I used two different graph input configurations with the same parameters to

compare approaches. Subgraph2vec has a Tensorflow implementation available on GitHub4, which

was developed by one of the authors of the original paper [33]. Unfortunately, it is written in Python

2, and I decided to slightly adapt the code to work with Python 3. The first embedding uses custom

subgraphs for each APT as input, which only include the immediate neighbors and the connections

between them. The second embedding is an embedding of the full graph with subgraphs found

automatically by the algorithm. Both embeddings feature a size of 64, number of negative samples

of 20, validation size of 5. The first embedding was trained with a batch size of 32 and a number of

epochs of 100, whereas the second one was trained with a batch size of 64 and a number of epochs of

500, as it seemed less computationally expensive than expected.

For graph 3, I used both the DeepWalk and the GAE algorithm. The hyperparameters used were the

same as for graph 1 for number of walk and window size, but I used a larger embedding size of 64 and

a shorter walk length of 40. The GAE algorithm also allows node features to be included in the model

as described at the end of Section 5.2. In total, I ran 4 different iterations for GAE with all possible

combinations of no dropout, dropout of 0.2, including features and not including features. All GAE

embeddings were trained for 500 epochs and with a hidden layer size of 128 and an embedding size of

64. GAE also offers an official implementation on GitHub5.

Lastly, the CTIMiner graph was embedded using the HARP framework in combination with DeepWalk,

LINE and node2vec. In addition, I also used DeepWalk without HARP as a point of reference to be

2Node2vec: https://pypi.org/project/node2vec/0.3.2/
3DeepWalk: https://pypi.org/project/deepwalk/1.0.3/
4Subgraph2vec: https://github.com/MLDroid/subgraph2vec_tf
5GAE: https://github.com/tkipf/gae

https://pypi.org/project/node2vec/0.3.2/
https://pypi.org/project/deepwalk/1.0.3/
https://github.com/MLDroid/subgraph2vec_tf
https://github.com/tkipf/gae
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able to directly compare it to other graphs. I used the GitHub implementation 6 of the original paper to

create the embeddings with their default parameters. The embedding size for all algorithm was 128,

except for Line with an embedding size of 64. LINE also uses a window-size of 1. DeepWalk and

node2vec both feature 40 for the number of walks, a walk length of 10 and window size of 10. For the

DeepWalk reference model I used larger hyperparameters in relation to the embedding size of 128 and

more akin to my other choices of hyperparameters for other graphs. Namely, I used a walk length of

80, window size of 10 and 80 for the number of walks.

5.4 Embedding Evaluation

As described in Section 4.4, evaluating embeddings according to any single metric is difficult as

there is no known ground truth and embeddings do not directly encode topological features such as

node degree. Thus, I decided to evaluate embeddings by comparing them to the SimRank results and

evaluating the embedding similarity scores for known relationships in the context of the rest of the

similarity scores. In the MITRE dataset, the description fields for APTs contain comments on other

APTs which might be related or similar to the given APT. I manually extracted all of these relationships

and decided to evaluate the similarity scores for these pairs in the context of all other APT similarity

scores, embedding similarity scores and the shortest path distance in the graph. For CTIMiner, the

dataset contains some relationships between reports in the dataset; linked reports are listed with the

Indicators in the sub-object. Similar to the other sections, I will evaluate the embeddings in the order

of the graphs they are based on.

5.4.1 MITRE full

This graph was the first graph structure chosen to examine APT similarity based on embeddings, and

includes the full MITRE dataset with node categories such as attack patterns, malwares, mitigation

techniques, kill-chain-phases and APTs. Table 5.3 shows the cosine similarity scores for the APTs with

known similarity based on embeddings from the listed algorithms. In terms of the individual similarity

scores, the algorithms seem fairly consistent in determining which nodes are more or less similar, i.e. a

high similarity score from one algorithm means other algorithms also assign a relatively high similarity

score and vice versa. Overall, DeepWalk outputs the highest mean similarity score for all the APT

6HARP: https://github.com/GTmac/HARP

https://github.com/GTmac/HARP
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pairs listed in the table, followed by node2vec(2,0.5) and node2vec(1,1). The node2vec(0.5,2) model

seems to perform the worst in this assessment.

When comparing the table pairs to all APT similarities, however, it becomes obvious that the similarity

scores for known similar pairs are actually lower than the APT mean, meaning that on average these

pairs are less similar than a standard APT pair. While that is certainly concerning in terms of the

validity of the embedding, it is important to consider the kind of information that is included in this

embedding. APTs are only connected to attack patterns and malwares, resulting in embeddings that

will likely see APTs as very similar that show similarity in these categories. An example of this pattern

would be the pair of Moafee and DragonOK, which is known to use overlapping TTP, custom tools

and, in the case of this particular graph, share an edge with PoisonIvy [15]. On the other hand, the

connection between PROMETHEUM and NEODYMIUM is based on twin zero-day attacks with

different malwares and victims [43], which would unfortunately not be reflected in the graph. Thus, it

seems that the embeddings reflect the similarity which is evident in the graph and therefore possible

to be encoded. Finally, the mean APT similarity is much higher than the overall embedding mean,

meaning that all algorithms potentially pick up on the structural similarity between APT nodes versus

other nodes.

Name Name DeepWalk node2vec(1,1) node2vec(0.5,2) node2vec(2,0.5)
APT19 Deep Panda 0.7625 0.7025 0.5355 0.6844
Carbanak FIN7 0.6692 0.5193 0.3719 0.4888
APT30 Naikon 0.4839 -0.1910 -0.2540 -0.1296
APT37 APT38 0.8042 0.6535 0.4015 0.7093
APT37 Lazarus Group 0.7567 0.6665 0.2290 0.6608
APT38 Lazarus Group 0.8375 0.7807 0.5359 0.8299
BlackOasis NEODYMIUM 0.5137 -0.3037 -0.2586 -0.1399
Charming Kitten Magic Hound 0.5546 0.1526 -0.1047 -0.1938
Cobalt Group Carbanak 0.8350 0.8678 0.6956 0.8740
Dragonfly Dragonfly2.0 0.5624 -0.2934 -0.4236 0.0067
DragonOK Moafee 0.9122 0.8240 0.6358 0.8491
PROMETHEUM NEODYMIUM 0.5177 0.0351 0.1565 -0.0930
Putter Panda Scarlet Mimic 0.6284 0.3572 0.1567 0.2276
Winnti Group Axiom 0.4574 -0.2066 -0.2225 0.0500
Winnti Group APT17 0.4788 0.1650 0.4122 0.2636
Winnti Group Ke3chang 0.5552 -0.2090 -0.0715 0.2206
Known APTs Mean 0.6456 0.2825 0.1747 0.3318
All APTs Mean 0.6523 0.3844 0.2189 0.3864
All Nodes Mean 0.2151 0.0149 0.0186 0.0130

Table 5.3. MITRE full graph cosine similarity comparison for known similar APTs. The parameters in
parentheses for node2vec are (p,q).
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Name Name Description Distance
APT19 Deep Panda sometimes tracked as same group 2
Carbanak FIN7 both use Carbanak malware 2
APT30 Naikon share some characteristics 4
APT37 APT38 sometimes tracked as same group 2
APT37 Lazarus Group sometimes tracked as same group 2
APT38 Lazarus Group sometimes tracked as same group 2
BlackOasis NEODYMIUM reportedly associated 5
Charming Kitten Magic Hound TTPs overlap 3
Cobalt Group Carbanak Carbanak malware, reportedly linked 2
Dragonfly Dragonfly2.0 extent of actual overlap debated 3
DragonOK Moafee same TTPs, custom tools 2
PROMETHEUM NEODYMIUM victim and campaign characteristics 6
Putter Panda Scarlet Mimic use same IP addresses 4
Winnti Group Axiom both use Winnti malware7 3
Winnti Group APT17 reportedly closely linked 3
Winnti Group Ke3chang reportedly closely linked 2

Table 5.4. Description of the relationship and shortest path distance based on the full MITRE graph
between similar APTs according to MITRE APT descriptions.

In order to further assess the differences in similarities between the pairs in Table 5.3, I decided to

look at the actual description of the relationship from the APT objects as well as look at the shortest

path distance from the actual graph, i.e. the minimum amount of edges to be traversed to get from

node A to node B. Table 5.4 lists the description of the relationship between the APT pairs as well

the distance. Generally, groups which are ’sometimes tracked as same group’ or share characteristics

that are included in the graph have a lower distance between the two nodes. When comparing the two

tables, it becomes clear that nodes with a lower shortest path distance were also found more similar

by the embeddings. Thus, the embeddings seem to follow node distance as an indicator of similarity,

which could be caused by the random walk sampling present in both node2vec and DeepWalk. Overall,

it seems both embedding algorithms are fairly successful in embedding APTs judging by similarity

and based on the information contained in the graph, with DeepWalk outperforming node2vec.

5.4.2 MITRE truncated

The second graph only included nodes in the APT, malware and attack pattern categories based on the

MITRE dataset. This particular structure was chosen to explore subgraph embeddings based on the

subgraph2vec algorithm, and to assess the effect of this technique on APT similarity scores. Similar to

the previous section, we will assess the embeddings based on the known relationships between APTs.
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Table 5.5 shows the similarity scores for both subgraph2vec embeddings as well as the SimRank

similarity.

Name Name sg2v APT Subg. sg2v full SimRank
APT19 Deep Panda 0.9062 0.8623 0.0444
Carbanak FIN7 0.9206 0.9408 0.0461
APT30 Naikon 0.8572 0.9368 0.0349
APT37 APT38 0.9289 0.9399 0.0450
APT37 Lazarus Group 0.8944 0.9721 0.0423
APT38 Lazarus Group 0.9224 0.9359 0.0449
BlackOasis NEODYMIUM 0.4137 0.9829 0.0188
Charming Kitten Magic Hound 0.4508 0.9554 0.0206
Cobalt Group Carbanak 0.8766 0.9220 0.0496
Dragonfly Dragonfly2.0 0.7223 0.9278 0.0204
DragonOK Moafee 0.5296 0.9803 0.2489
PROMETHEUM NEODYMIUM 0.2758 0.9751 0.0381
Putter Panda Scarlet Mimic 0.8303 0.9173 0.0419
Winnti Group Axiom 0.8559 0.9517 0.0301
Winnti Group APT17 0.5768 0.9757 0.0287
Winnti Group Ke3chang 0.7951 0.9308 0.0399
Known APTs Mean 0.7845 0.9427 0.0497
All APTs Mean 0.7822 0.9421 0.0503
All Nodes Mean 0.6944 0.9352 -
Embedding Mean 0.5223 0.9220 -

Table 5.5. MITRE truncated graph cosine similarity comparison of graph 2 embeddings for similar
APTs based on APT descriptions. "APT Subg." means using subgraphs around APTs as multiple inputs,
whereas "full" uses the full graph as the one input.

For both subgraph2vec techniques, it is immediately obvious that the similarity scores are much higher.

Unfortunately, the scores are higher not just for the particular APTs, but also for all nodes and the

entire embedding. This sentiment is especially true for the full graph embedding, where most similarity

scores are above 0.9. Overall, since the averages and individual scores are all fairly close and I cannot

discern a clear pattern from the scores, I do not have much confidence in this particular embedding. For

the subgraph embeddings, the similarity scores follow a similar pattern as the full graph embeddings.

In addition, the listed pairs’ mean similarity is actually slightly higher than the APT average, although

not by much. In terms of the node and full embedding mean, however, the APT mean is not that much

higher when compared to the DeepWalk and node2vec embeddings. Finally, the SimRank similarity

seems to suggest a low similarity overall between the all the pairs. The cause for this is probably the

highly connected graph, as graph 2 has the highest average node degree between all four graphs at

15.56, which results in the low similarity values even at a decay rate of 0.9.



5.4 EMBEDDING EVALUATION 40

5.4.3 Combined Graph

The combined graph is the only APT-centered graph which includes Indicators in addition to APTs,

malwares and attack patterns. Since only APT and malware pairs with Indicator connections were

considered, only 19 APT nodes are present in the dataset as compared to the 94 in both MITRE graphs.

Due to the low number of APTs, only two pairs with known similarity are included in the graph,

rendering the previously used method of comparison rather ineffective. Nonetheless, Table 5.6 shows

the embedding similarity results for DeepWalk and all four iterations of the GAE algorithm. At first

glance, it seems that including features has a positive effect on overall APT similarity; GAE1 and

GAE2 have a higher similarity score for the two pairs as well as the overall APT mean as compared to

the rest of the models. Yet, GAE3 has the pairs’ similarity score well above the APT Mean as well and

all GAE models have an APT similarity mean which is higher than the overall node similarity mean,

which means they seem to be able to detect the common structure among APT nodes. On the other

hand, the same cannot be said for DeepWalk, unfortunately.

Name Name GAE1 GAE2 GAE3 GAE4 DeepWalk
APT37 Lazarus Group 1.0000 0.9370 0.8838 -0.0353 0.3387
Cobalt Group Carbanak 0.9415 1.0000 0.7309 0.0063 0.2487
All APTs Mean 0.6457 0.6720 0.5154 0.2050 0.2438
All Nodes Mean 0.0024 0.0090 0.0108 0.0035 0.2596
Table 5.6. Cosine similarity comparison of graph 3 embeddings for similar APTs based on APT
descriptions as well as descriptive statistics for the whole embedding. Only two APT pairs with a known
similarity were present in this dataset.
GAE1: features, no dropout; GAE2: features, 0.2 dropout; GAE3: no features, 0.2 dropout; GAE4: no
features, no dropout;

In order to further differentiate and explore the GAE models, I decided to visualize the cosine similarity

scores in the form of a heatmap. Figure 5.6 shows a heatmap representation of the cosine similarity

matrix of all APT nodes in the combined graph. For the first three models, it seems that there exist two

clusters within the APTs: the Gamaredon Group, Silence, MuddyWater and APT34 cluster and all

other APT nodes. The difference mostly lies in the similarity scores of the nodes within the cluster, as

GAE1, GAE2 and GAE3 have a high similarity score between everyone in the big cluster, whereas the

scores for GAE4 especially range from -0.5 to 1. In addition, GAE1, GAE2 and GAE3’s relationships

for a particular node within the cluster resemble lines, meaning that one node is mostly equally similar

to all other nodes in the cluster, whereas the relationships in GAE3 seem much more independent.

The GAE4 model, on the other hand, seems to form different clusters. Specifically, DarkHydrus,

Orangeworm, APT41, APT37 and to a lesser extent FIN6 form one cluster, and Cobalt Group, Threat
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Group-3390, Lazarus Group and TA505 can be grouped based on high similarity scores between all

possible combinations of pairs. Although the clusters seem fairly obvious in this context, they could

also be an artifact of limiting the graph to a small number of APTs and thereby excluding APTs which

are similar to APTs from both clusters or arbitrary Indicator overlap due to limited data.

Figure 5.6. Heatmaps showing the cosine similarity for all APT nodes and for all four GAE variants:
GAE1: features, no dropout; GAE2: features, 0.2 dropout; GAE3: no features, 0.2 dropout; GAE4: no
features, no dropout;

Overall, it is difficult to choose the best model configuration based on this context, as it mostly depends

on preference and the difference in similarity scores are mostly arbitrary as they all follow a similar

pattern. GAE performs much better than DeepWalk on this graph even without features, and should be

applied on similarly structured graphs with more or different data in the future.
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5.4.4 APT Graph Comparison

Based on the discussion in Sections 5.4.1-5.4.3, it is inherently difficult to determine an optimal model

given a certain graph structure, which could render choosing a best graph structure difficult given

the available models. In general, both Indicator-less graph structures had models struggle to separate

APTs from other nodes in terms of similarity. While this could be a reflection on graph structure, it

could also be caused by Indicators inherently being low-degree nodes and as such vastly different from

the generally high-degree malware and APT nodes. Regardless of cause, including Indicators seemed

to have a positive effect on APT similarity overall, and GAE seemed to produce the best performing

models in terms of APT similarity vs node similarity albeit on a small dataset.

With that being said, the difference in included nodes also has an adverse effect on the node similarities

the models are able to calculate. In Section 5.4.3, I discussed the apparent cluster of Gamaredon Group,

Silence, MuddyWater and APT34. In embeddings for both other graph, however, the similarity between

these APTs were not significantly different from the APT mean and all four had different APTs with

higher similarity. Thus, it seems that the cluster was caused by an inherently incomplete dataset as it

excluded a lot of the other APTs, malwares and attack patterns included in MITRE, and thus created

an embedding which was inherently biased due to the small dataset. It seems that including the rest

of the MITRE dataset nodes without Indicator information might have been beneficial, although that

might have introduced another bias in the form of missing Indicator information.

5.4.5 CTIMiner

For the CTIMiner graph, the embeddings are evaluated based on report similarity instead of APT

similarity, and the evaluated report pairs are actually included in the dataset. As there are 82 report

pairs, I will only list the results measures instead of individual pairs. Table 5.7 displays the mean,

maximum and minimum similarity scores between the given report pairs for the different embedding

algorithms. I also attempted to calculate the SimRank similarity, but the graph was too large making

the calculation too computationally expensive. Based on the table, it seems that HARP with node2vec

and LINE produced the best results. Although node2vec’s average similarity is higher than LINE’s,

the range of scores is also the highest across all embeddings, meaning that the embedding might be a

somewhat unstable. DeepWalk without HARP performed decently albeit worse than the two mentioned

embeddings, and HARP(DeepWalk) performed the worst in terms of both mean and maximum score.

The fact that DeepWalk with HARP performed much worse than DeepWalk by itself can reflect
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on the efficiency of HARP, but it is fairly likely that the lack of performance is due to the default

hyperparameters used for HARP(DeepWalk). Either way, DeepWalk seems to be outperformed by

node2vec and HARP in this case.

Measure HARP(node2vec) HARP(LINE) HARP(DeepWalk) DeepWalk
Known Reports Max 0.9756 0.9838 0.8440 0.9245
Known Reports Mean 0.9133 0.8750 0.3005 0.6051
Known Reports Min -0.2462 0.5323 -0.1074 0.3646
All Reports Mean 0.2742 0.3850 0.0476 0.1042
Node Mean 0.3177 0.4922 0.0181 0.0859

Table 5.7. CTIMiner cosine similarity comparison for included report edges.



Section 6

Conclusion and Future Scope

Section 5.4 shows that graph representation learning can be used to gain insight from static cyber

threat intelligence data with a variety of different graph structures and algorithms. Graphs can easily

be constructed from Indicator- and STIX-based data formats by creating and concatenating edge

lists. In terms of modelling techniques, traditional approaches such as DeepWalk and node2vec,

subgraph-based approaches such as subgraph2vec and feature-inclusive approaches such as GAE seem

to be able to distinguish APT nodes from other nodes based on node embedding cosine similarity. In

addition, heatmap visualizations of similarity results allow for closer analysis of similarity patterns and

potential clusters of similar APTs. While only shown for graph 3 due to size constraints, this technique

is applicable to all embedding evaluations based on similarity. Furthermore, representation learning

can be used to assess report similarity, which could potentially help automate research tasks such as

finding similar reports based on report or indicator information.

In terms of graph structure, it seems that the proposed structures were all ostensibly viable, and the

similarity results and embeddings largely depend on the context of included information and graph

structure. As such, choosing a graph structure for a particular task largely depends on the context in

which one wants to compare certain entities. For APT similarity, both the full graph and the subgraph

approach adaptation resulted in similar scores, with the scores for the combined graph being affected

by a more limited set of APTs due to Indicator constraints. In addition to the modelling goals, it is

also necessary to take the respective biases into account which come from certain structural choices as

evident in the APT clusters from the combined graph. Thus, the graph structure, included data and

features all shape the context in which the modelling goal should be evaluated.

Overall, this report serves as a starting point for the application of graph representation learning to

cyber threat intelligence data. With access to more complete datasets as well as expert knowledge on

the validity of the embedding results, the methods and process detailed in this report could be extended

to build products and automate previously manual CTI analysis workflows.

44
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6.1 Limitations and Future Scope

This project was completed with two limitations: the available hardware and data. In terms of hardware,

the computational complexity for some of the embedding methods is rather high and thus did not

allow for much hyperparameter optimization, which is why some of the models were created using

the default parameters or intuition. Moreover, assessing the embedding results, especially of large

graphs such as CTIMiner, was also computationally expensive, which meant I was unable to assess

the embeddings and then improve the methodology based on the results. As a result, most of the

modelling choices are based on instinct rather than due process. Therefore, the modelling process

introduced in this project could be replicated with more intense model selection and hyperparameter

tuning techniques, which would likely result in more accurate embeddings.

In terms of the data, the scope of relationships that are possible to include in a graph were ultimately

very limited. As an example, the data does not include campaign or victim characteristics, which

could have been helpful to assess APT similarity. Likewise, the temporal context of relationships is

mostly missing. As an example, an APT that used a certain malware once in a small campaign has

the same edge to the malware as an APT that created the malware and has used it with adaptation

for years as their primary means of operation. When it comes to indicators, the data is also missing

context. If two indicators are employed with the same malware by the same APT, it is not clear

if they occurred together or in separate attacks, or both. Thus, it is impossible to group indicators

other than doing it arbitrarily. Attack-specific indicator data coupled with APT, malware and possibly

attack pattern information would allow someone to create attack-based subgraphs to model attack

similarly and potentially predict the likely attacker and malware used. In general, adding more context

or building graphs from different contexts would allow one to create a more holistic model of the

similarity between different APTs or other categories such as different malwares. One recent example

of different context is the clustering of attack patterns based on tactics for the MITRE dataset [39],

which could be replicated using embeddings in order to further prove the validity of these methods.

The most severe limitation of the data, however, is that it is based on potentially incomplete data.

Besides excluding APTs or malwares, it might also exclude relationships between APTs, malwares or

other entities, which are already present in the graphs. This exclusion could be harmful in that it skews

similarity without my knowledge and thus invalidates the results. Without a lot of manual research or

a different data gathering process, this limitation is also fairly difficult to eliminate.
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Finally, in order to build a generalizable embedding model from these graphs for previously unseen

nodes, one would have to use inductive embedding algorithms, meaning that the algorithm learns

an embedding function independent from the full graph [8]. Algorithms like GraphSage [14] learn

embedding functions based on node text features similar to GAE and calculated node neighborhood

features to construct embeddings, allowing it to apply this embedding function to previously unseen

nodes. Using inductive embedding models would allow for the application of the embedding to

new attacks without creating a new embedding, which would greatly reduce time and computational

constraints and potentially increase model stability depending on the quality of the initial training

dataset.
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Section A

Appendix A

(a) Alienvault OTX Pulse in JSON-like Python dictionary.

(b) Sample CTIMiner report data in XML format.

Figure A.1. The images show examples of JSON-like and XML data structures from the Alienvault
OTX and CTIMiner datasets.
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